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ABSTRACT

We present a study of the short-timescale (less than 250 ns) fluid dynamic response of water to a fiber-delivered laser
pulse of variable energy and spatial profile.  The laser pulse was deposited on a stress confinement timescale.  The
spatial profile was determined by the fiber core radius, r,  (110 and 500 microns) and the water absorption coefficient,
µa, (200 and 50 1/cm).  Considering 2D cylindrical symmetry, the combination of fiber radius and absorption
coefficient parameters can be characterized as near planar (1/µa greater than r), symmetric (1/µa ≈ r), and side-directed
(1/µa less than r).  The spatial profile study shows how the stress wave varies as a function of geometry.  For
example, relatively small absorption coefficients can result is side-propagating shear and tensile fields.

2. INTRODUCTION

The evolution of stress waves emanating from laser energy deposited at the tip of an optical fiber is
examined in this report.  The  influence of geometry on the stress wave features is demonstrated.  For example,
assuming that tension and shear are desirable stress wave features for a given clinical application,  the selection of the
fiber radius relative to the deposition depth can be chosen to optimize the tension and shear of the generated stress
wave.  The preliminary results provided by these simulations suggest that the compressive, tensile and shear
characteristics of the stress wave can be engineered by controlling the absorption depth of the laser energy, the fiber
tip geometry, and, implicitly, the deposited energy.

3. MODELING METHODS

The simulations were performed in two stages.  The initial energy distribution at the fiber tip was
calculated with a 2D axi-symmetric (r and z) Monte Carlo photon propagation code1.  The Monte Carlo code was
used to approximate the sharp radial cutoff of energy deposition while maintaining the appropriate exponential
energy deposition along z.  The calculated energy distribution was then used as an initial condition in the
hydrodynamic computations performed by LATIS3D.  Figure 1 shows a typical initial pressure distribution.  The
fiber was hydrodynamically modeled as a perfect reflector with zero normal-velocity fields.  The region around the
fiber was modeled as water with a Lawrence Livermore National Laboratory generated equation-of-state (EOS)2.
After the fiber-water geometry was initialized, the hydrodynamic package was used to explicitly time-step the
propagation of the stress wave that results from the energy deposition at the tip of the fiber.  Figure 2 shows a
snapshot at 150 ns after start of the problem depicted in Figure 1.
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Figure 1.  An example of the initial conditions used by the LATIS3D program.
The cylindrical half-space is shown with the fiber depicted as the black region.
The model uses a water equation-of-state in all other regions of the simulation.

LATIS3D is a discontinuous finite element code currently capable of implementing hydrodynamic,
radiation diffusion and thermal diffusion physics.  LATIS3D is a multi-physics simulation program that is similar
to  LATIS, which has previously been described3.  The code names are based on an acronym standing for LAser-
TISsue.  The physics processes considered by the two codes are equivalent.  However, LATIS3D is based on a
developmental code, ICF3D4,5.  The 2D hydrodynamic results presented here used arbitrary Lagrangian-Eulerian
hydrodynamics with reflective boundary conditions. The hydrodynamic algorithm is based on the numerical
solution to the mass, energy and momentum conservation equations along with the EOS table.  The solution to the
conservation equations results in time and space dependent values of pressure (p), density (ρ) and velocity (u).  The
EOS is used to look up the internal energy (e) and temperature (T) that correspond to p, ρ and u.

4. EXPERIMENTAL VALIDATION OF THE SIMULATIONS

As previously described, we used a Mach-Zehnder interferometer arrangement to provide a sensitive and
quantitative measurement of the refractive index variations produced through the compression of the liquid within
the stress transient6.  The use of interferometry to measure the refractive index changes caused by stress field
transients is a well known technique7,8.  This analysis involves the generation of a two-dimensional phase
distribution from the interferogram, followed by Abel inversion9 to extract the three-dimensional refractive index
distribution created by the stress wave.  The final product of these experiments and analysis is a map of the refractive
index changes (∆n) caused by the space and time dependent stress wave.



The experimentally generated ∆n maps can be directly compared with similar maps generated from the
simulation results.  In water, the relationship between refractive index and density, temperature and wavelength is
well known10.  Hence, the simulations were converted into the refractive index maps.

300.00 600.00 900.00

700.00

350.00

0.00

r (microns)

z 
(m

ic
ro

ns
)

-40.00 -20.00 0.00 20.00 40.00
pressure (bar)

Figure 2.  Stress wave at 150 ns.  The pressure and relative velocity fields are
shown for the problem described in Figure 1.  Compression and tension are both
observed.  The velocity gradients perpendicular to the vector directions indicate
shear fields.  In soft tissue the shear fields shown would be qualitatively similar,
but altered somewhat by the shear strength.

5. RESULTS

A qualitative comparison of experimental and simulated results is provided by the refractive index maps
shown in Figure 3.  The general characteristics agree well.  The relaxation of the deposited, stress-confined energy
produces a traveling compression wave that, due to the cylindrical symmetry, is followed by a tensile wave.  Two
noticeable differences between the experimental and simulated images are the geometry of the tensile wave and the
deposition region.  The experimental index map does not show that, at 250 ns after the laser was turned on,
cavitation bubbles are formed within the deposition region.  The water within the deposition region "failed" due to
the tensile stresses acting on nucleation sites in the water.  Our current belief is that the differences between the
simulated and experimental tensile waves is due to the model's inability to account for the cavitation of the water.
This will be remedied in the futyre since we have an ongoing effort to incorporate material strength and failure into
LATIS and, eventually, LATIS3D11.  The differences in the deposition region are, in part, also due to the cavitation
bubbles' impact on refractive index (both density and temperature) in the deposition region.  The simulations' sound
speed is a few percent faster than the experiment.  This error is a result of an incorrect compressibility in the EOS
and will be corrected in future simulations.



The peak tensions in the measured and simulated index maps (Figure 3.) are approximately -150 bar each.
Since no cavitation bubbles were noted outside the deposition region in the experiment, such tensile stresses did not
cause "failure" in the water.  Further, since the experimental and simulated tensile magnitudes are approximately
equal (though the profiles are different), the simulation may be used to estimate that the tensile wave was -250 bar
when it was just outside the deposition region.  Thus an experimental wave of 30 ns in duration with a peak tension
of -250 bar did not cause cavitation bubbles.  Paltauf et.al. estimated that tensile waves of -10 bar or more would
cause cavitation in water12 , based on experiments with, approximately, a 300 ns-long tensile wave.  In order to
explain this difference, we postulate that the strength of water is a dynamic function of the pressure history.

Figure 4 presents the simulation results for two different geometric cases.  The differences in the two cases
(Figures 4a-4c or 4d-4f) exhibit the geometric influence on tensile and shear stresses.  The geometry of the delivery
system may be engineered to optimize stresses radially, for example, as in Figures 4d-4f.  Figures 4a-4c are for the
same case used in the Figure 3. index maps.
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Figure 3.  A comparison of experimental and simulated refractive index maps.  The images are at 250
ns after the laser was turned on.  The experimental pulse length was 5 ns.  The energy deposited was
1.0 mJ into a 200 cm-1 absorption coefficient.  Both results exhibit similar qualitative characteristics
for the leading compression wave, trailing tensile wave and energy deposition region.  In both figures,
the leading compression wave corresponds to approximately +200 bar and the trailing tensile wave
approximately -150 bar.
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Figure 4.  Simulated stress wave propagation from fiber tip.  The smaller absorption coefficient,
µa, for figures d.-f. causes the peak stresses to be side-directed.  Ignoring all other design factors,
the location of the peak stress can be adjusted by the appropriate selection of µa and r, the fiber
radius.



6. CONCLUSION

We have shown that LATIS3D can quantitatively predict the stress wave features for a laser-initiated stress
wave propagating from an optic fiber.  The refractive index maps also agree well with the experimental results.  The
results show how the energy delivery geometry, which is defined by the absorption coefficient and the fiber radius,
influences the evolution of the stress wave.
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